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Abstract— The web-based image search result contains a 

set of images retrieved first based on textual information 

after giving query keyword to search engine such as Bing 

and Google. A query image is elected by user from this set 

as per the relevant specification with respect to query 
keyword. Based on their visual similarities with the query 

image, the remaining images are re-ranked. Major problem, 

user’s search intention is not interpreted because there is no 

high efficiency in image search.  However, low level 

features of images are not considered due to highly diverse 

images from the web is inefficient and difficult to 

distinguish.  A new web image re-ranking is introduced, so 

that different semantic signature for different query images 

is learned offline by calculating hash values for each image 

stored in database. Identifying the similarities between 

semantic signatures hired from the semantic space specified 
by the query keyword at online stage arises image re-

ranking. The relevance of query image with other images is 

decided by comparing the hash value of the query image 

with the hash value of other images in the database. The 

experimental results show that while comparing the hash 

values, irrelevant images are reduced as the similarity co-

efficient is increased. The optimal results for image search 

achieved at some similarity co-efficient i.e. 0.5 and above. 

Keywords— Image search, semantic signatures, similarity 

co-efficient, hash values 

I. INTRODUCTION 

The World Wide Web (WWW) is growing at high speed in 

terms of network traffic and the size of the Web sites. As  a  

result,  how  to  provide  Web  users  with  more  exactly  

required information  is  becoming  a  crucial  issue  in  Web 

applications, so it is very important to identify useful web 

data to capture interests of users. Also it is important to find 

out the user’s search intention while surfing on network for 

images available. In Web mining, data mining techniques 
are used to extract useful knowledge from web data, 

consisting web documents, web sites access logs, web page, 

structures, links between documents, etc. Web data mining 

is classified in three categories as Web Content Mining, 

Web Structure Mining and Web Usage Mining. Extraction 

of required data, information and knowledge available in the 

web page is referred as Web Content Mining. Web content 

mining is the procedure of eliciting useful information from 

the contents of web documents.  It has drawn heavily on 

techniques developed in other disciplines such as 

information Retrieval, pattern analysis and machine 

intelligence. Content-based image retrieval (CBIR) with 
relevance feedback is the technology helps to organize 

digital images files by their visual content. 

 
Fig. 1: Conventional Image Re-ranking Framework 

CBIR is the process in which image is searched 
through any search engine that leads to three broad 

categories of image search: (1) search by association, where 

there is no clear intention of a picture; (2) aimed search, 

where a specific picture is wanted; and (3) category search, 

where a single picture represents a semantic class is 

required. In next step, the extraction of visual content from 

images is split into two parts, image processing and feature 

construction. The features of searched images are extracted 

using various techniques. Once image features were 

extracted, extracted images were indexed and matched 

against each other for retrieval and stored in image index 
file to reduce semantic gap as much as possible. Mostly, 

web-scale image search engines use keywords as queries 

and rely on surrounding text to search images. Many times, 

indistinct query keywords appear, because it is hard for 

users to precisely describe the visual content of target 

images only using keywords. This is probably considered as 

a major agony for users. In order to solve the ambiguity 

between keywords, content- based image retrieval with 

relevance feedback is widely used. This is the most common 

form of text based search on the Web. Most search engines 

do their text query and retrieval using keywords. The 

keyword based searches usually provide results from blogs 
or other discussion boards. The user cannot have a 

satisfaction with these results due to lack of trusts on blogs 

etc. low precision and high recall rate. Identification of 

user’s search intention plays an essential role in the 

intelligent semantic- search engine. It is necessary for users 

to select more than one of relevant and irrelevant images, 

from which visual similarity metrics are learned through 

online training. Visual similarities are used to re-rank 

images. However, user’s feedback needs to be limited to the 

minimum without online Training for web-scale systems. 

Image re-ranking framework is shown in figure 1.   
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Image re-ranking is the process in which query 

keyword is given as input through search engine by a user, a 

collection of images relevant to the query keyword are 

retrieved by the search engine according to reserved word 

image index file. User’s search intention is reflected by 

asking the user to select a desired query image from the pool 
and the remaining images are re-ranked based on their visual 

similarities with the query image. Visual features must be 

saved. The web image collection is dynamically updated. 

Only the similarity scores of images are stored, if the visual 

features are rejected, whenever a new image is added into 

the collection and we have to compute its similarities with 

present images, whose visual features need be computed 

again. 

II. RELATED WORK 

The key component of image re-ranking is to compute 

visual similarities reflecting semantic relevance of images. 

Many visual similarities are computed based on various 

classified query images. 

A. F. Wen, and X. Tang J. Cui [2011] 

Query images based on user intention into high level 

semantic classes has been categorized, such as scene, 

people, or object. From the observations, images inside each 

of the category are similar in terms of which kind of features 

can discriminate them best from other images. Based on 

summary, general query images are classified into eight 

predefined intention categories includes: Face existence, 

Number of faces occurred in the image, Face size, Face 

position, Directionality, Color Spatial Homogeneousness, 

Edge Energy and Edge Spatial Distribution. RankBoost 

framework is used in Learning Feature Weight Inside 
Intention Category algorithm, to solve the optimization loss 

of weight problem [2]. 

B. Qi Yin, Xiaoou Tang & Jian Sun [2008] 

Have proposed a new model to address the difficulty in 

measuring similarity between faces under different settings 

(pose, illumination and expressions) is called “Associate-
Predict” (AP) model. The associate-predict model is in 

which each identity contains multiple images with large 

intra-personal variation. Two prediction methods also have 

been proposed such as “appearance-prediction” and 

“likelihood-prediction” [3].  

C. Y. Jing and S. Baluja [2008] 

Has proposed Query dependant Visual Rank to analyze the 

visual link structures of images. The image-ranking problem 

has been casted into the task of identifying “authority” 

nodes on a conditional visual similarity graph using 

“Eigenvector Centrality factor”. The images found to be 

“authorities” are chosen as those that answer the image-

queries well using hash keys across hash tables and other 

matching techniques [4].  

D. L. Yang, J. Wang, X. Wu, and X. Hua X. Tian [2011] 

Has formulated image re-ranking and visual re-ranking as a 

global optimization problem within the Bayesian framework 

in which to find out the best visual consistency modeling 

method, Laplacian Regularizer, Normalized Laplacian 

Regularizer and Local Learning Regularizer  has been 

evaluated[5].  

E. Generic Classifiers has been Implied by M. Allan, J. 

Verbeek, and F. Jurie J. Krapac [2010] 

That are based on query-relative features which can be used 

for new queries without additional training. By combining 

textual features, based on the occurrence of query terms in 

web pages and image meta-data, visual histogram of each 

images has been represented. Also, a new database for the 

evaluation of web image search algorithms has been 

introduced [6].  

F. J. Zhou, J. Wang, X. Hua, and S. Li J. Lu [2012] 

Has filtered out the most probable irrelevant images using 

deep textual contexts of images returned by searches using 

queries, which is the extra information that is not limited in 

the current search results by computing synonymity of query 

search results. By comparing the popularity of this image in 

the current search results and the deep contexts to check the 
irrelevance score then the two schemes together to reach a 

Markov random field, which is effectively solved by graph 

cuts [7]. 

G. N. Dalal and B. Triggs [2005] 

Suggested descriptors which are corresponding to the edge 
orientation histograms, SIFT descriptors and shape contexts, 

but are computed on a dense grid of uniformly spaced cells 

and used overlapping local contrast normalizations for 

improved performance. For simplicity and speed, linear 

SVM is used as a baseline classifier throughout the study. 

The new detectors provide essentially flawless results on the 

MIT pedestrian test set, so a more challenging set containing 

over 1800 pedestrian images with a large range of poses and 

backgrounds is created [8]. 

H. I.Endres, and D. Hoiem A. Farhadi [2010] 

Has introduced a new dataset that provides annotation for 

learning shared object models of appearance and correlation 

and spatial relationship across various categories. These 

serve as the visual basis for an integrated model of objects. 

Shared object’s description is held by the spatial 

arrangement of their attributes and the interactions between 

them. This process has been carried out in following steps. 

First, trained detectors for parts and categories are applied 
then object candidates by accumulating votes from confident 

detectors are obtained. An initial score is provided by the 

accumulation of voting confidence is provided. Finally, 

inference over graphical model to infer likelihood of the 

object attributes is carried out [9]. 

I. D.Parikh and K. Grauman [2011] 

Has proposed to model for learning relative visual attributes 

and demonstrate two tasks such as zero-shot learning from 

relative comparisons, and image description in reference to 

example images or categories similar to SVM classifier. On 

the other hand, a relative attribute indicated the calculation 

for the occurrence of an attribute, the strength of an attribute 

in an image with respect to other images [10]. 

J. M. Szummer, and A. Fitzgibbon L. Torresani [2010] 

Has suggested a methodology which includes a new 

descriptor for images which allows the construction of 
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efficient and compact classifiers with good accuracy on 

object category recognition. Rather, the prevailing object 

category classifiers have been acknowledged often used to 

encode not the category but ancillary image characteristics 

that are combined to represent visual classes unrelated to the 

constituent categories’ semantic meanings [11]. 

K. A. Andoni and P. Indyk [2008] 

Designed a family of locality-sensitive hash functions to 

efficiently solve the nearest neighbor problem is of major 

importance in data compression, databases and data mining, 

information retrieval, image and video databases, machine 

learning, pattern recognition, statistics and data analysis. 
They used the locality-sensitive hashing scheme (LSH) 

which relies on existence of locality-sensitive hash functions 

[12]. 

III. ANALYSIS OF PROBLEM 

There are various challenges of conventional re-ranking 

system. Some popular visual features like color and shape 

etc. are in high dimensions and precision is not satisfactory, 

if they are directly matched. To achieve high precision, the 
visual feature vectors need to be short and their matching 

needs to be fast. The low-level visual features may not be 

considered and well linked with images’ high-level semantic 

meanings which interpret users’ search intention is a big 

issue in re-ranking. Moreover, low-level features are 

occasionally inconsistent with visual perception. The 

number of visual features has been mapped as semantic 

signatures, to reduce the semantic gap and inconsistency 

with visual perception. These semantic signatures are stored 

offline and have been tolerated with variation of visual 

content. However, these approaches are only applicable to 
closed image sets of relatively small sizes, but not suitable 

for online web-scale image re-ranking. It is difficult and 

ineffective to design a huge concept dictionary to symbolize 

highly diverse web images. Image sets are relatively small 

in sizes, but not suitable for online web-scale image re-

ranking.  

IV. PROPOSED WORK 

In this section, we describe the process of Web Image Re-
ranking for finding the query specific visual semantic 

signatures using hashing scheme. This approach describes 

the solution to image retrieval. An existing system consists 

of lack of image retrieval and proposed solution overcomes 

this drawback by using semantic signature. Visual query 

expansion is provided using hashing, feature extraction and 

keyword query expansion for accurate and most relevant 

image retrieval. Visual query expansion and semantic 

signature is best for such task. Features are extracted using 

hashing at the time if images inserted into database.   

Keyword expansion and visual expansion act as a 
technique to retrieval of most relevant image and re-rank 

other images based on their visual similarities. In this way, 

most relevant image is retrieved which is hidden in the 

database. The effectiveness of precision of image retrieval is 

depending upon the use of semantic signature and visual 

query expansion as a web mining technique in various data 

mining techniques. 

A. Proposed System Architecture 

Fig.2. shows the architecture of proposed Web Image Re-

ranking framework. This architecture has two parts as 

offline part and online part. At the offline stage, the visual 

feature extraction for each image is done by calculating the 

histograms of all the images, at the time of image insertion 

in the database. So, every single image is having multiple 

keywords association along with their unique histograms. 

These histograms are also known as hash value of image. As 

this value is unique it is considered as semantic signature of 

image. Most of the work is done at offline stage. At the 

online stage, user fires the text query to the search engine; 
group of images related to that query keyword is retrieved 

by matching the word with image is called as Text Based 

Search Results.  

User selects specific image from the pool as query 

image so that the remaining images are re-ranked by 

checking the similarity between visual features like color, 

shape etc. For example, if “apple” is given as query 

keyword to the search engine then images associated with 

“apple” (viz. red apple, green apple, apple iphone, apple 

laptop etc.) are obtained as text based search results. 

Suppose, user selects red apple as the query image then all 
the images that are visually similar to red apple are 

reranked. The images that are not similar to it are treated as 

outliers and removed to maintain satisfactory results. 

1) Keyword Expansion 

Keyword expansion is used to form new keyword including 

query keyword by exploring the XML tags given in text 

metadata file present in the INRIA dataset [7] that are both 

relevant and noisy. The keywords given by user are 

sometimes short. The query keywords meanings may be 

richer than user’s expectations. For example, the meanings 

of the word flower include rose, lotus, and sunflower etc. 

The user may not have enough knowledge on the textual 
description of target images. Reference classes for different 

keyword are defined by set of keyword Expansions. For 

each image I, in the set of images retrieved by query 

keyword  ( ) are re-ranked according to their visual 

similarities to I. The most frequent words are found among 

top ranked images which are visually similar to I. If a word 

w is among the top ranked image, it has a ranking score r1 

(w) according to its ranking order; otherwise r1 (w) =0. 

  ( )  {
      

 
 

     
                                         (1) 

The overall score of a word w is calculated by the 

summation of all ranking scores of images associated with 

word. 

 ( )  ∑   ( )                                               (2) 

A large   ( )indicates that w appears in a good 

number of images visual similar to I. If w only exists in a 

small number of images,   ( )would be zero for most I. 
Therefore, if w has a high accumulated ranking score r (w), 

it should be found among a large number of images in set of 

images retrieved by the word w. For each image I, our 

approach only considers its nearest neighbors that are 

irrelevant to I. 
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2) Identification of Semantic Signature over Reference 

Classes 

a) Classifier of Reference Classes 

SVM classifier is trained to improve the visual similarity 

between images by giving the re-ranked images as input to 

the one-class SVM classifier and similar images to the query 
image are obtained as output. 

b) Semantic Signatures over Reference Classes 

After adopting one-class SVM classifier, it is necessary to 

discover the semantic signatures of each image. The 

discovery of Semantic signatures is based on multiple 

modalities such as visual contents and tags. To get the 

appropriate intention image we use semantic signatures over 

reference classes. Reference classes are the different 

categories for image search to get the most accurate image. 

In this system, features are extracted at the time of image 

insertion in database using hashing scheme. Hashing is the 

technology in which images are converted into gray scale 
and getting the hash value to perform hamming distance. In 

hashing, firstly features of images are extracted and stored 

in the database. Then the second stage compresses this 

feature vector to a final hash value. In this paper, Histogram 

algorithm is to calculate the hash value for converting the 

image into gray scale and resize the given image. Histogram 

algorithm for hashing is a robust algorithm widely used for 

visual content identification. This algorithm is reliable and 

Fastest algorithm. 

 
Fig. 2: Architecture of the proposed system 

c) Histogram Algorithm to Generate Hash of Images 

Input: image file F 

Output: 16 bit length hash for image file F 

1) Initialize hist [], hash 

2) Divide image 2d-plane to 16 parts    4* 4 

3) Count=1; i =0;j=0; 

4) for (i <=pixel) 

5) while (count <= 16) 

6) { 

7) Process each part at pixel level; 
8) while (! Accessed all parts) 

9) { 

10) sum=sum+valueatpixel (i,j); 

11) i++; j++; 

12) } 

13) hist [count]=sum; / /store sum of values of all pixel 

14) count++; 

15) } 

16) middle = 16/2=8; 

17) int hash_middle = hist [8]; 

18) while (count! = 16) 

19) { 
20) if (hist [count] < hash_middle) 

21) { 

22) hash=hash+”0”; 

23) } 

24) if(hist[count] > = hash_middle) 

25) { 

26) Hash=hash+”1”; 

27) } 

28) Count++;   }                     // end while; 

29) Return hash; 

Output of this algorithm is the hash string 

generated for each image using colour of images. Average 
value of colour pixel is considered as mean value based on 

average rate of hash string is formed. After generation of 

hash value, the images are mounted to define small sizes. 

Hash string contains two bits as “0” and “1”. These hash bits 

are generated, with respect to the average of total number of 

colour pixel and each colour pixel of the image. These 

hashes are considered to be the semantic signature of each 

image. Using this algorithm, we get the uniform distribution 

of color throughout the image as semantic signature of 

image. 

3) Comparison of Hash Values of Images with Query 
Image 

In our technology, we check the similarity between two 

images   and  by comparing the semantic signatures    and 

  . Hence, we formulate it in equation (3) as follows. 

     (     )             (3) 

Where,   is similarity score,      are the two 

hash strings i.e. semantic signature of images     ( )and 

    ( ).The distance between two images   and  is 
measured as similarity value obtained between two semantic 

signatures   and  using following formula: 

   (     )  
(     )

        
                             (4) 

Where,(⋅) indicates vector dot product two hash 

values of images,     is the length of vector    and 

     is the length of vector   .    is the document 

containing the hash string of query image and    is the 

document containing the hash strings of image compared 

with query image. These hash strings are vectors obtained 

using histogram algorithm. 

For example, consider the following hash strings 

for two documents.    = (5, 0, 3, 0, 2, 0, 0, 2, 0, 0)  

    = (3, 0, 2, 0, 1, 1, 0, 1, 0, 1)  

Then put these values in equation (4) to find the similarity 

between two documents   and  . 

  ⋅    = 5*3 + 0*0 + 3*2 + 0*0 + 2*1 + 0*1 + 0*1 + 2*1 + 

0*0 + 0*1 = 25 

||  || = (5*5 + 0*0 + 3*3 + 0*0 + 2*2 + 0*0 + 0*0 + 2*2 + 

0*0 + 0*0) 0.5 = (42) 0.5 = 6.481 

||  || = (3*3 + 0*0 + 2*2 + 0*0 + 1*1 + 1*1 + 0*0 + 1*1 + 
0*0 + 1*1) 0.5 = (17) 0.5 = 4.12 

Hence,      (     ) = 0.94   

Here, similarity co-efficient of incorporating text 

and visual contents of images decided by performing 
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experiments on the dataset used. Therefore, we got the 

results satisfactory at 0.5 similarity co-efficient so that it is 

multiplied to length of vector    and    separately.  

B. Re-Ranking 

At the online stage, after finding similarity value images are 

reranked. The process of image retrieval and arranging them 

according to the similarity between their visual features and 

textual features is known as web image re-ranking. Images 

in the re-ranked list of images are totally based on metadata 

of image and text surrounding of image alone. So, proposed 

system is the extension by using hashing which is a great 
indication of the image content. The aim of proposed system 

is to re-rank the searched images and find the similarity co-

efficient for which the user gets satisfactory re-ranked 

images list. The steps for new web image re-ranking are as 

follows: 

1) Query keyword is given as input to the system by the 

user and features are extracted at the time of image 

inserted in dataset. 

2) With the help of metadata information or surrounding 

text of images, keyword expansion of query is been 

carried out.  The semantic keywords are retrieved for 

the specified query by calculating the ranking score. 
3) Image results have been generated according to the 

query specified and its semantic hypornym and 

hyponym of keyword used. 

4) User selects a query image from the generated output. 

5) Histograms of each image are calculated or all images 

are   retrieved from image expansion and images in 

database. 

6) Hash string of query image then compared with hashes 

of images retrieved through Text Based Search result. 

Images similar to query image will have same hash 

code approximately.  

V. EXPERIMENTAL RESULTS 

All experiments have been performed on an Intel ® core i5 

@ 1.70GHz with 8GB of main memory under Windows 7. 

The proposed system is implemented in Java using jdk1.7 

version and MySQL 5.7 is used for backend for system. 

INRIA dataset [6] that Includes 353 web queries  and71,478 

web images is used as dataset out of which 4502 images 

with 32 number of reference classes are taken for 
experiments. There are about 200 to 400 images for each 

query. Image dataset is divided into number of classes and 

that particular class contains the number of images.  In this 

paper, we have discussed experiments primarily on three 

query keywords randomly viz. Triomphe, eiffel tower, orsay 

museum among 32 keywords chosen randomly. 

Sr. no. Keywords No. of images retrieved 

1 Triomphe 200 

2 eiffel tower 199 

3 orsay museum 194 

Table 1: Keywords and Number of Images Retrieved from 

Text search 

Table 1 shows the number of images retrieved 

while Text Search for each keyword from above given as 

input to the search engine. The images retrieved by these 

keywords are given indexes as per the association of word 

with image in the database. The indexes are given to each of 

the image after Text Based Search depending on the 
matching of image and keywords labeled to it in the 

database. The indexes are starting from 0 onwards. The 

similarity co-efficient is treated as threshold value for 

finding the relevance of images ranges from 0.1, 

0.2…......upto 1, also it is based on the hash values. 

 Precision means how many images are relevant from 

the total number of images retrieved after giving query 

image as input. 

 Precision= (relevant images/ Total images)*100 

 Total images=(relevant images + Irrelevant images) 

 Similarity co-efficient is decided as the percentage 
value of hash value of image. 

Experiments have been performed on three query 

images having indexes as 1, 2 and 3 from Text search given 

as input to the proposed system. Our approach also gives 

100% precision value at 0.7 for query image index 1, 0.8 for 

query image indexes 2 and 3. Upto certain threshold values, 

precision value is constant as the dataset used is small in 

size. 

A. “triomphe” to text search 

Table II shows precision, number of relevant and irrelevant 

images retrieved for every query image at various similarity 

co-efficients for “triomphe” keyword. Fig. 3 shows the 

precision comparison obtained for at various similarity co-

efficients. Fig. 4 shows the number of relevant images 

retrieved after giving query image to the proposed search. 

Fig. 5 shows the number of irrelevant images retrieved 

afterimages re-ranked in the list is exactly matched with 
input image given to the proposed search. 

For this query keyword, Query Image Index 1, 2 

and 3 are considered as input image to the proposed search 

and used for comparing the experimental results. These 

images are chosen as per user’s search intention from 

TextSearch. We obtain list of images re-ranked similar to 

query image index at threshold 0.5 to 0.6 is satisfactory 

because precision is suddenly changed for certain threshold 

values. The 100% precision is obtained for query image 1 at 

0.7 and for query image 2 and 3 it is 0.8.  

B. “eiffel tower” to text search 

Table III represents precision, the count of relevant and 

irrelevant images for every query image at various similarity 

co-efficients for “eiffel tower” keyword. The images having 

indexes as 0, 1 and 5 are chosen as input to the proposed 

system randomly. As the dataset available for “eiffel tower” 

is too small, only the input image is retrieved as relevant 

image to the query image as well as precision, no. of 
relevant and irrelevant slightly varied for various threshold 

values. Memory and build time comparison. 

Keyword 
Query image 

index 

similarity 

coefficient 

Relevant 

images 

Irrelevant 

images 

Total 

images 

Precision 

(%) 

Triomphe 1 

0.1 35 24 59 59.32 

0.2 35 24 59 59.32 

0.3 35 24 59 59.32 
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0.4 32 21 53 60.38 

0.5 28 19 47 59.57 

0.6 15 5 20 75.00 

0.7 3 0 3 100.00 

2 

0.1 1 58 59 1.69 

0.2 1 52 53 1.89 

0.3 1 46 47 2.13 

0.4 1 22 23 4.35 

0.5 1 22 23 4.35 

0.6 1 5 6 16.67 

0.7 1 2 3 33.33 

0.8 1 0 1 100.00 

3 
0.1 34 25 59 57.63 

0.2 34 25 59 57.63 

  

0.3 34 25 59 57.63 

0.4 34 25 59 57.63 

0.5 33 24 57 57.89 

0.6 23 17 40 57.50 

0.7 4 1 5 80.00 

0.8 1 0 1 100.00 

Table 2: Number of Relevant Images, Irrelevant Images and Precision for “Triomphe”

 
Fig. 3: Precision comparison for “triomphe” 

 
Fig. 4: Relevant image comparison for “triomphe” 

 
Fig. 5: Irrelevant image comparison for “triomphe” 

The experiments have been done by considering 

the count of irrelevant images retrieved by it. The 

satisfactory results are obtained for query image index zero 

at 0.5 threshold value again. A Fig. 6 show the precision 

comparison between the query image index 0, 1 and 

5.Hence, there is huge variation is observed after 0.5 

threshold value for all these query images. Hence, there is 
huge variation is observed after 0.5 threshold value for all 

these query images.  While query image index 0 is selected 

as input image, 14.29% precision is obtained at 0.5 and as 

the images similar to query image is small then for 100% 

precision is evaluated at 0.6 threshold value.  Fig. 7 shows 

the comparison of the number of relevant images retrieved. 

Fig. 8 shows the comparison of number of irrelevant images 

for 0, 1 and 5 query image index.  

C. “orsay museum” to text search 

Table IV shows the precision, number of relevant and 

irrelevant images for “orsay museum” keyword for various 

similarity co-efficient. Firstly, we input query images 

pursuing the index as 6, 7 and 8.  We got 100% precision at 

small threshold value. When we put query image 1 and 2 

from Text Search the precision obtained at 0.1 threshold is 
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100%. It happened due the number of images associated 

with the less keyword. Fig. 9, Fig.10 and Fig. 11 represents 

the precision, number of relevant images and irrelevant 

images comparison obtained for query image index 6, 7 and 

8 put as input to the proposed system respectively. Hence, 

satisfactory results are achieved at 0.5 thresholds 
approximately. 

Like above three queries, we have also given 

another three queries viz. logo psg, plan metro paris and 

sagrada famillia as input to TextSearch. The results achieved 

for these queries are quite similar to the results of above 

discussed three queries. It is also observed that for some of 

the input query images, 100% precision is not till achieved 

at the similarity co-efficients ranging from 0.1 to 1 that we 

decided based on the percentage value of hash string of each 
image in database calculated using histogram algorithm. 

Keyword 
Query image 

index 

similarity 

coefficient 

Relevant 

images 

Irrelevant 

images 

Total 

images 

Precision 

(%) 

eiffel 

tower 
1 

0.1 1 35 36 2.78 

0.2 1 35 36 2.78 

0.3 1 31 32 3.13 

0.4 1 27 28 3.57 

0.5 1 18 19 5.26 

0.6 1 14 15 6.67 

 

 
0.7 3 25 28 10.71 

0.8 1 0 1 100.00 

0 

0.1 3 34 37 8.11 

0.2 3 34 37 8.11 

0.3 2 18 20 10.00 

0.4 1 7 8 12.50 

0.5 1 6 7 14.29 

0.6 1 0 1 100.00 

5 

0.1 2 8 10 20.00 

0.2 2 8 10 20.00 

0.3 1 8 9 11.11 

0.4 1 6 7 14.29 

0.5 1 6 7 14.29 

0.6 1 5 6 16.67 

0.7 1 1 2 50.00 

0.8 1 0 1 100.00 

Table 3: Number of Relevant Images, Irrelevant Images and Precision for “Eiffel Tower”

 
Fig. 6: Precision comparison for “eiffel tower” 

 
Fig. 7: Relevant images comparison for “eiffel tower” 

 
Fig. 8: Iirrelevant images comparison for “eiffel tower 
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Keyword 
Query image 

index 

similarity 

coefficient 

Relevant 

images 

Irrelevant 

images 

Total 

images 

Precision 

(%) 

orsay 

museum 
7 

0.1 2 59 61 3.28 

0.2 2 59 61 3.28 

0.3 2 59 61 3.28 

0.4 2 28 30 6.67 

0.5 2 19 21 9.52 

0.6 1 3 4 25.00 

 

 
0.7 1 1 2 50.00 

0.8 1 0 1 100.00 

6 

0.1 38 23 61 62.30 

0.2 38 23 61 62.30 

0.3 38 23 61 62.30 

0.4 31 21 52 59.62 

0.5 16 10 26 61.54 

0.6 7 2 9 77.78 

0.7 1 2 3 33.33 

0.8 1 0 1 100.00 

8 

0.1 39 22 61 63.93 

0.2 39 22 61 63.93 

0.3 39 22 61 63.93 

0.4 39 22 61 63.93 

0.5 39 21 60 65.00 

0.6 27 13 40 67.50 

0.7 5 1 6 83.33 

0.8 1 0 1 100.00 

1 0.1 1 0 1 100.00 

2 0.1 1 0 1 100.00 

Table 4: Number of Relevant Images, Irrelevant Images and Precision for “Orsay Museum”

 
Fig. 9: Precision comparison for “orsay museum” 

 
Fig. 10: Relevant images comparison for “orsay museum” 

 
Fig. 11: Irrelevant images comparison for “orsay museum” 

VI. MEMORY AND BUILD TIME COMPARISON 

In this section, we have discussed about the memory and 

build time required for each query image of each keyword at 

various similarity co-efficient ranging from 0.1 to 1.  Build 

time is calculated in milliseconds and memory is measured 
in Kilobytes. Table V, VI and VII shows the build time and 

memory comparison for three keywords which are used for 

experimental results, discussed in section V. The memory 

and build time is considered as average memory and build 

time. It is calculated by obtaining the various values of 

memory and build time at different time of interval.
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Keyword 
Query 

image 

similarity 

coefficient 

Build 

time in 

ms 

Memory 

in KB 

triomphe 

1 

0.1 1217 21903 

0.2 1217 22853 

0.3 1170 22500 

0.4 1233 22947 

0.5 1217 23566 

0.6 1061 23802 

0.7 983 23697 

2 

0.1 1232 42127 

0.2 1279 41637 

0.3 1232 21455 

0.4 1123 21622 

0.5 1170 21895 

0.6 983 23111 

0.7 1045 22802 

0.8 921 22419 

3 

0.1 1295 33483 

0.2 1279 33450 

0.3 1341 35267 

0.4 1279 35275 

0.5 1263 34932 

0.6 1124 36599 

0.7 936 35792 

0.8 1061 36998 

Table 5: Build Time and Memory for “Triomphe” 

 
Fig. 12: Build time comparison for “triomphe” 

 
Fig. 13: Memory comparison for “triomphe” 

Keyword 
Query 

image 

similarity 

coefficient 

Build 

time in 

ms 

Memory 

in KB 

eiffel 

tower 
1 

0.1 2069 20641 

0.2 2068 20813 

0.3 1952 22072 

0.4 1911 24666 

0.5 2367 21381 

0.6 2382 21381 

0.7 1898 22062 

0.8 1841 22769 

0 

0.1 2018 23454 

0.2 2195 23428 

0.3 1929 24535 

0.4 2340 18924 

0.5 2475 26454 

0.6 2116 26654 

 5 

0.1 2569 26851 

0.2 2299 27032 

0.3 1747 27245 

0.4 3105 27535 

0.5 2783 27535 

0.6 1836 28867 

0.7 2106 28754 

0.8 2558 29456 

Table 6: Build Time and Memory for “Eiffel Tower” 

 
Fig. 14: Build time comparison for “eiffel tower” 

 
Fig. 15: Memory comparison for “eiffel tower” 

Keyword 
Query 
image 

similarity 
coefficient 

Build 
time in 

ms 

Memory 
in KB 

orsay 

museum 

7 

0.1 2056 25205 

 

0.2 1617 27823 

0.3 2128 30480 

0.4 1604 32080 

0.5 1454 28596 

0.6 1338 29941 

0.7 1527 29834 

0.8 1610 30622 

6 
0.1 1829 17527 

0.2 2085 25053 
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0.3 1810 27396 

0.4 1816 32566 

0.5 1620 34710 

0.6 1167 37766 

0.7 1654 39509 

0.8 1473 40944 

 8 

0.1 1851 43853 

0.2 1738 42868 

0.3 1551 48853 

0.4 1698 51545 

0.5 1879 54140 

0.6 1879 59678 

0.7 1663 61220 

0.8 1888 61903 

Table 7: Build Time and Memory for “Orsay Museum” 

 
Fig. 16: Build time comparison for “orsay museum” 

 
Fig. 17: Memory comparison for “orsay museum” 

VII. CONCLUSION 

Web Image Re-ranking technique is used to rank the 

remaining images from the collection of various images by 

giving a specific image as Query image to the search engine. 

By using Histogram algorithm, hash value of each image in 

the database retrieved is calculated and treated it as semantic 

signature of image so that precision obtained is satisfactory. 

Like three queries discussed in section 5, it is also concluded 

that we can perform same experiments on any number of 

query keyword labeled in the database. Therefore, it can be 

said that most of the Query images have near about 0.5 to 
0.7 as optimal value of similarity co-efficient at which 

precise results are obtained for the dataset used.  

REFERENCES 

[1] Member, IEEE , Shi Qiu, Ke Liu, and Xiaoou Tang, 

Fellow, IEEE Xiaogang Wang, "Web Image Re-

Ranking Using query specific visual semantic 

signature," IEEE TRANSACTIONS ON PATTERN 

ANALYSIS AND MACHINE INTELLIGENCE, vol. 

36, no. 4, pp. 810-823, April 2014. 

[2] F. Wen, and X. Tang J. Cui, "Real Time Google and 

Live Image Search Re-Ranking," in MM '08 

Proceedings of the 16th ACM international conference 

on Multimedia, Vancouver, British Columbia, Canada, 
October 2008, pp. 729-732. 

[3] X. Tang, and J. Sun Q. Yin, "An Associate-Predict 

Model for Face Recognition," in CVPR '11 Proceedings 

of the 2011 IEEE Conference on Computer Vision and 

Pattern Recognition , Colorado Springs, CO, USA, 

2011, pp. 497-504. 

[4] Y. Jing and S. Baluja, "Visual Rank: Applying Page 

Rank to Large-Scale Image Search," IEEE Trans. 

Pattern Analysis and Machine Intelligence, vol. 30, no. 

11, pp. 1877-1890, November 2008. 

[5] L. Yang, J. Wang, X. Wu, and X. Hua X. Tian, 

"Bayesian Visual Reranking," IEEE Trans. Multimedia, 
vol. 13, no. 4, pp. 639-652, August 2011. 

[6] M. Allan, J. Verbeek, and F. Jurie J. Krapac, 

"Improving Web Image Search Results Using Query-

Relative Classifiers," in Computer Vision and Pattern 

Recognition (CVPR), 2010 IEEE Conference on, San 

Francisco, CA, USA, 2010. 

[7] J. Zhou, J. Wang, X. Hua, and S. Li J. Lu, "Image 

Search Results Refinement via Outlier Detection Using 

Deep Contexts," in Computer Vision and Pattern 

Recognition (CVPR), 2012 IEEE Conference on, 

Providence, RI, USA , 2012. 
[8] N. Dalal and B. Triggs, "Histograms of Oriented 

Gradients for Human Detection," in CVPR '05 

Proceedings of the 2005 IEEE Computer Society 

Conference on Computer Vision and Pattern 

Recognition (CVPR'05), vol. 1, Washington, DC, USA, 

2005, pp. 886-893. 

[9] I. Endres, and D. Hoiem A. Farhadi, "Attribute-Centric 

Recognition for Cross-Category Generalization," in 

Computer Vision and Pattern Recognition (CVPR), 

2010 IEEE Conference on, San Francisco, CA, USA, 

2010. 

[10] D. Parikh and K. Grauman, "Relative Attributes," in 
ICCV '11 Proceedings of the 2011 International 

Conference on Computer Vision, Washington, DC, 

USA, 2011, pp. 503-510. 

[11] M. Szummer, and A. Fitzgibbon L. Torresani, 

"Efficient Object Category Recognition using 

Classemes," in Proceedings Computer Vision - ECCV 

2010, 11th European Conference on Computer Vision, 

Heraklion, Crete, Greece, 2010. 

[12] A. Andoni and P. Indyk, "Near-Optimal Hashing 

Algorithms for Approximate Nearest Neighbor in High 

Dimensions," Communications of the ACM - 50th 
anniversary, vol. 51, no. 1, pp. 117-122, January 2006. 

[13] https://lear.inrialpes.fr/~krapac/webqueries/webqueries.

html.  




